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(57) ABSTRACT

Images are divided into image regions. The image regions are
processed in encoding cycles such that during an encoding
cycle, entropy encoding is carried out in a plurality of parallel
encoding branches. In each encoding branch the symbols of
an image region are encoded by entropy encoding, which is
based on one or more probability models, which take into
account the frequencies of symbols occurring in image
regions. The probability models are adapted on the basis of
the symbols occurring in the image region. A common set of
probability models is updated at predetermined time intervals
on the basis of frequencies that are adapted in at least one
temporally preceding encoding cycle.
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1
METHOD FOR ENCODING SYMBOLS FROM
A SEQUENCE OF DIGITIZED IMAGES

CROSS REFERENCE TO RELATED
APPLICATIONS

This is the US National Stage of International Application
No. PCT/EP2010/065335 filed on Oct. 13, 2010, which
claims priority to European Application Nos. 09013060.0
filed on Oct. 15, 2009 and 10000484.5 filed on Jan. 19, 2010,
the contents of which are hereby incorporated by reference.

BACKGROUND

The invention relates to a method for encoding symbols
from a sequence of digitized images together with a corre-
sponding decoding method. Over and above this, the inven-
tion relates to an encoding device and a decoding device for
carrying out respectively the encoding or decoding method.

Video encoding methods are in general carried out in two
processing stages. First, the images in the video stream are
decorrelated in a suitable way, by prediction and transforma-
tion. The result of the decorrelation step is symbols in the
form of transformation coefficients, motion vectors, further
encoding data and the like. This is often followed by in turn a
quantization of the symbols which have been generated, by
which the compression efficiency is increased. In a second
manipulation process, the symbols which have been gener-
ated are subjected to a loss-free entropy encoding, in which
the redundancy which still exists in the generated symbols,
i.e. their probabilities of occurrence and their mutual statisti-
cal dependency, is utilized to generate from the symbols the
shortest possible code words, with the shortest possible over-
all length for the data stream.

From the related art, various methods are known for
entropy encoding. In the case of VLC encoding
(VLC=Variable Length Coding), each symbol which is gen-
erated is mapped bijectively onto a code word. The relation-
ship between a symbol and the corresponding code word is
then represented by a code table, such as for example a look-
up table.

Another common method of entropy encoding is arith-
metic encoding. Unlike VLC encoding, in which a symbol is
transformed into a code word, in the case of arithmetic encod-
ing one single code word is generated from several symbols.
With arithmetic encoding, the symbols are mapped onto
binary numbers, on the basis of their frequencies, so that a
binary representation of the successive symbols is obtained.

In general, entropy encoding methods are based on the
principle of deriving, from the frequencies of the symbols
which occur, one or more probability models on the basis of
which short code words are generated, i.e. the code words
generated by the entropy encoding are shorter for symbols or
symbol sequences which have a high frequency than for sym-
bols or symbol sequences with a lower frequency. In general,
entropy encoding methods are context-based, i.e. different
types of symbols are distinguished, these representing differ-
ent items of data. For these different types of symbols, the
frequencies of the symbols which occur are processed sepa-
rately in a specific context, and hence on the basis of a specific
probability model. In video encoding methods, a context can
if necessary also depend on other criteria, for example the
encoding of an image region can depend on the encoding
decisions for neighboring image regions in the image. Fur-
ther, entropy encoding methods are often organized adap-
tively, i.e. during the encoding, the probability models are
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2

appropriately adapted, on the basis of the changing frequen-
cies of the symbols which occur.

In order to increase the encoding speed of entropy encod-
ing methods, various methods are known from the related art.
In the H.264/AVC video encoding standard, the images in the
video stream are divided up into so-called slices, where each
slice represents a part of the image which can be encoded
completely independently of the other parts. That is to say,
both in the generation of the original symbols and also in the
subsequent generation of the code word based on entropy
encoding, there are no interdependencies between different
slices. Hence, the probability models or contexts, as appli-
cable, are not matched across slices. This leads to a lower
compression efficiency.

Also known from the related art is the subdivision of video
images into so-called entropy slices (see A. Segall et al.,
“Entropy slices for parallel entropy decoding,” (2008) (“Seg-
all”)). Unlike the conventional slices described above,
entropy slices permit dependency between the symbols, such
as for example, intraprediction. Only the generation of the
code words based on the entropy encoding is independent
between the individual entropy slices. By the use of entropy
slices, the compression efficiency is increased by comparison
with conventional slices. This notwithstanding, the disadvan-
tage remains that different statistics are used for the symbols
in different entropy slices, which in turn reduces the effi-
ciency of the entropy encoding.

X. Guo, “Ordered Entropy Slices for Parallel CABAC,”
(2009) (“Guo”)describes the concept of so-called ordered
entropy slices, which improve the properties of the entropy
slices described above. In this case, the formation of a context
for the entropy encoding is permitted across multiple entropy
slices. The statistical dependencies between entropy slices
are thus taken into account, so that the encoding efficiency is
improved. Over and above this, the individual macroblocks in
the image are not read in line-by-line during the encoding, but
in a zigzag pattern. This is clarified in FIGS. 1A to 1C. These
figures show different variants, conforming to Guo, of the
reading in of macroblocks, where the individual macroblocks
are represented by a sequence of rectangles and, for the sake
of clarity, only some of them have been labeled with the
reference mark MB. FIG. 1A shows line-by-line reading in of
the macroblocks, as is indicated by the vertical line [.1. In
taking into account the context, which requires the neighbor-
ing macroblocks on the left hand, the upper left hand, the
upper and the upper right hand sides to be available for the
encoding of a macroblock, the problem exists with this vari-
ant that it is not possible to process several lines of macrob-
locks in parallel. In contrast to this, the zigzag pattern of
macroblock processing, based onthe line .2 as shown in FI1G.
1B, permits parallel processing of two lines in each case,
because the encoding of the first macroblock of the following
entropy slice in the third line can start as soon as the fifth
macroblock of the first pair of lines has been read in. FIG. 1C
shows another variant of a zigzag pattern reading in of mac-
roblocks, which now makes possible the processing of three
lines per ordered entropy slice, as shown by the line L3.

A further variant of entropy slices is so-called interleaved
entropy slices, which are described in V. Sze et al., “Massively
Parallel CABAC,” (2009) (“‘Sze 2009”). In this case, the slices
do not represent contiguous lines, but rather the lines of the
individual slices are nested within one another. This is again
clarified in FIGS. 2A and 2B. In this connection, FIG. 2A
shows a subdivision of an image I into two conventional
entropy slices SL.1 and SL.2, where the upper half of the image
forms a contiguous slice SL.1 with macroblocks MB1 and the
lower portion SL.2 of the image forms a contiguous slice SL.2
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with appropriate macroblocks MB2 (shown hatched). Unlike
these conventional slices, an example of interleaved entropy
slices is shown in FIG. 2B. Here, each slice concerned, SLL1'
or SL.2', is formed by lines of macroblocks which are offset by
one line relative to each other. The slice SL1' in FIG. 2B is
identified by unshaded macroblocks MB1' and is formed by
the first, third, fifth etc. line. On the other hand, the slice SL2'
is identified by the hatched macroblocks MB2' and is formed
by the second, fourth, sixth etc. line. Interleaved entropy
slices permit the formation of contexts across multiple
entropy slices. However, no common statistic is generated for
the probability model used for entropy encoding.

For the purpose of improving the compression efficiency in
video encoding methods, Sze 2009 describes in addition syn-
tax element partitioning. With this, several code words are
generated for different groups of syntax elements, such as for
example mode data, motion vectors, transformation coeffi-
cients. Because the individual groups have different contexts,
the context formation is also carried out separately. Because
the relative frequencies of the different groups are different,
the computing load when using parallel encoding branches
for encoding is unbalanced between the individual encoding
branches.

The V. Sze et al., “Parallel CABAC,” (2008) describes a
special variant of an arithmetic encoding, in which two binary
symbols are processed in parallel during the encoding. In this
way it is possible to encode four states in one encoding cycle,
instead of two. However, with this type of encoding the con-
text formation is complex, and more operations are required
per encoding cycle.

SUMMARY

It is one possible object to improve the entropy encoding of
symbols in a sequence of digitized images in such a way as to
enable parallel processing of several image areas combined
with a higher encoding efficiency.

The inventor proposed a method for encoding symbols
from a sequence of digitized images in which the images are
subdivided into image regions and the symbols in each par-
ticular image region are encoded by entropy encoding,
whereby the entropy encoding is based on one or more prob-
ability models. The term image region is here and in what
follows to be construed broadly, and can refer to sections of
the image of any arbitrary shape. However, in one preferred
variant an image region represents an image block, e.g. a
macroblock as known from video encoding. These probabil-
ity models then take into account the frequencies of occur-
rence of symbols in image regions. Hence the probabilities of
the corresponding symbols are modeled by the probability
model via appropriate frequencies of occurrence, whereby
several probability models will be utilized if use is made of
different types of symbols with different statistics.

The image regions will be processed in the encoding cycles
in such a way that, in one encoding cycle, the entropy encod-
ing is effected in several parallel encoding branches. The term
parallel encoding branches is here to be understood as encod-
ing branches which carry out entropy encoding of image
regions simultaneously or overlapping in time, as applicable.
In this manner, rapid entropy encoding is achieved by the use
of entropy encoders working in parallel for each encoding
branch. Any particular encoding branch then encodes an
image region on the basis of a set of probability models,
where a set of probability models can include one or more
probability models. When an image region is being encoded
in any particular encoding branch, the frequencies for the set
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4

of probability models are then adapted on the basis of the
symbols occurring in the image region.

The proposed method is distinguished by the fact that the
set of probability models used for encoding in each encoding
branch is based on a common set of probability models which
is applicable for all the encoding branches, where this com-
mon set takes into account the frequencies of symbols in the
image regions of all the encoding branches. This common set
of probability models is in this case updated at predefined
intervals of time, on the basis of frequencies adjusted in at
least one temporally preceding encoding cycle. The term
“temporally preceding encoding cycle” is here to be under-
stood as an encoding cycle which was executed before (either
immediately or even further back in time) the updating of the
common set of probability models.

The method has the advantage that, on the one hand, rapid
encoding of the symbols is achieved by the use of parallel
encoding branches, and on the other hand taking into account
the statistics for all the encoding branches in a common set of
probability models ensures a high encoding efficiency.

The updating of the common set of probability models can
be effected in various ways. In one variant, the updating of the
common set of probability models is, at least at times, carried
out sequentially in such a way that for updates which follow
one another in time the adapted frequencies from different
encoding branches are taken into account. Alternatively or
additionally, the updating of the common set of probability
models can also, at least at times, be effected at predefined
synchronization time points, at which the common set of
probability models is updated on the basis of the adapted
frequencies from all the encoding branches in at least one
preceding encoding cycle.

In one variant, the common set of probability models can
be updated on the basis of frequencies which were adapted in
the encoding cycle which was immediately preceding in time.
To avoid the encoding branches mutually blocking each
other, there is the additional possibility that the updating of
the common set of probability models is effected on the basis
of frequencies which were adapted in an encoding cycle
which was not immediately preceding in time. In this way, the
updating is delayed by one or more encoding cycles.

In another variant of the method, after the encoding of an
image region in a particular encoding branch, the adapted
frequencies are temporarily stored in an intermediate set of
probability models, associated with the encoding branch con-
cerned, whereby, until the common set of probability models
is updated, one or more temporarily stored intermediate sets
of probability models are used in combination with the com-
mon set of probability models for the purpose of entropy
encoding in the encoding branch concerned. By the tempo-
rary storage of the adapted frequencies, it is possible to realize
various variants of the encoding in a simple way.

In the method, the entropy encoding of any particular
image region can be effected on the basis of any desired
entropy encoding method known from the related art. In
particular, use can be made of VLC encoding, already men-
tioned in the introduction, and/or arithmetic encoding. For
example, CAVLC encoding (CAVLC=context-based adap-
tive variable length coding), known from the H.264/AVC
video encoding standard, or CABAC encoding
(CABAC=context-based adaptive binary arithmetic coding)
can be used.

The arrangement of the image regions into encoding
branches can be effected in various ways in accordance with
the method. In particular, the encoding branches can be struc-
tured in such a way that an encoding cycle is formed by image
regions which follow one another as a line-by-line or column-
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by-column sequence of image regions in the images. It is
equally possible that the encoding branches are structured in
such a way that an encoding cycle is formed by image regions
which follow one another as a zigzag sequence of image
regions in the images. Using the last named variant it is also
possible, in particular, to achieve an encoding which takes
into account the context of neighboring image regions.

The method can also, in a suitable way, be combined with
known encoding variants in which the images are subdivided
into image sections which are separately entropy encoded.
The image sections can here, at least at times, be encoded
without taking into account dependencies between the image
sections and/or at least at times taking into account depen-
dencies between the image sections. One form of embodi-
ment of an encoding which does not take into account depen-
dencies is represented by the partitioning based on slices,
mentioned in the introduction. One variant of encoding taking
into account dependencies is represented by the partitioning
of images on the basis of entropy slices, mentioned in the
introduction.

The method for entropy encoding can be combined with
any desired video encoding methods known from the related
art. In particular, the symbols can be generated from the
sequence of digitized images on the basis of the H.264 stan-
dard. The symbols will, preferably, be created from the
sequence of digitized images by a transformation which is
known from the related art, for example a DCT transforma-
tion, and a quantization of image regions also known from the
related art.

Apart from the encoding method described above, the
inventor also proposed a decoding method with which the
encoded symbols from a sequence of digitized images are
decoded. Here, in a way analogous to the encoding method,
the encoded image regions are processed in decoding cycles
in such a way that, in a decoding cycle, entropy decoding is
effected in several parallel decoding branches, whereby in
any particular decoding branch an encoded image region is
decoded on the basis of a set of probability models, whereby
the frequencies for the set of probability models are adapted
during the decoding of the encoded image region on the basis
of the symbols occurring in the decoded image region.

The set of probability models used in each decoding branch
is here based on a common set of probability models which
applies to all the decoding branches, which takes into account
the frequencies of symbols in the decoded image regions of
all the decoding branches. The common set of probability
models is updated at predetermined intervals of time on the
basis of frequencies which have been adapted in at least one
temporally preceding decoding cycle.

Over and above this, the inventor proposed a method for
encoding and decoding a sequence of digitized images, where
symbols from a sequence of digitized images are encoded
using the encoding method described above and are then, for
example after being transmitted over a transmission link,
decoded using the decoding method described above.

A device encodes symbols from a sequence of digitized
images, by which the images are subdivided into image
regions and the symbols in any particular image region can be
encoded by the device by entropy encoding based on one or
more probability models, where the probability model/s
takes/take into account the frequencies of symbols occurring
in image regions, where the device incorporates a processing
unit which incorporates:

a facility for dividing up the image regions into encoding
cycles in such a way that the entropy encoding in an
encoding cycle is effected in several parallel encoding
branches;
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6

a plurality of encoding facilities, where each encoding
facility serves for the entropy encoding in a particular
encoding branch in such a way that in any particular
encoding branch an image region is encoded on the basis
of a set of probability models, where each encoding
facility incorporates:

an adaptation facility for adapting the frequencies for the
set of probability models, during the encoding of the
image region, on the basis of the symbols occurring in
the image region,

a facility for processing a common probability model in
such a way that the set of probability models used for the
purpose of encoding in any particular encoding branch is
based on the common set of probability models, which
applies for all the encoding branches and which takes
into account the frequencies of symbols in the image
regions of all the encoding branches;

a facility for updating at predefined intervals of time the
common set of probability models, on the basis of fre-
quencies which have been adapted in at least one tem-
porally preceding encoding cycle.

The encoding device is thus suitable for encoding the sym-
bols from a sequence of digitized images on the basis of the
method, whereby in particular one or more of the forms of
embodiment of the method, described above, can be realized
using appropriate further facilities in the encoding device.

Apart from the encoding device, a corresponding decoding
device decodes encoded symbols from a sequence of digi-
tized images, where the images are subdivided into image
regions and the symbols in any particular image region have
been encoded by entropy encoding based on the encoding
method, where the entropy decoding is based on one or more
probability models, where the probability model/s takes/take
into account the frequencies of symbols occurring in decoded
image regions. Here, the device incorporates a processing
unit which contains:

a facility for dividing up the encoded image regions into
decoding cycles in such a way that the entropy decoding
in a decoding cycle is effected in several parallel decod-
ing branches;

a plurality of decoding facilities, where each decoding
facility serves for the entropy decoding of a particular
decoding branch in such a way that in the decoding
branch concerned an encoded image region is decoded
on the basis of a set of probability models, where each
decoding facility incorporates:

an adaptation facility for adapting the frequencies for the
set of probability models, during the decoding of the
encoded image region, on the basis of the symbols which
occur in the decoded image region,

a facility for processing a common probability model in
such a way that the set of probability models used for the
purpose of decoding in a particular decoding branch is
based on the common set of probability models which
applies for all the decoding branches, which takes into
account the frequencies of symbols in the decoded
image regions of all the decoding branches;

a facility for updating at predefined intervals of time the
common set of probability models, on the basis of fre-
quencies which have been adapted in at least one tem-
porally preceding decoding cycle.

Apart from the encoding device described above and the
decoding device described above, the inventor proposed a
codec or a system for the encoding and decoding of symbols
from a sequence of digitized images, as applicable, where the
codec incorporates both the encoding device and the decod-
ing device.
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BRIEF DESCRIPTION OF THE DRAWINGS

These and other objects and advantages of the present
invention will become more apparent and more readily appre-
ciated from the following description of the preferred
embodiments, taken in conjunction with the accompanying
drawings of which:

FIG. 1A to 1C and FIG. 2A and 2B show various encoding
techniques known from the related art;

FIG. 3 is a diagram of the principle of a method for video
encoding and video decoding, in which the proposed entropy
encoding or entropy decoding can be used;

FIG. 4A and 4B are two variants on the parallel processing
of macroblocks based on the proposed method;

FIG. 5 to FIG. 8 show different variants of the proposed
encoding method with different updating of the common
probability model;

FIG. 9 is a decoding of symbols which have been encoded
using the variant of the method shown in FIG. 5; and

FIG. 10 is a schematic diagram of a form of embodiment of
an encoding and decoding system in accordance with the
proposals.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENT

Reference will now be made in detail to the preferred
embodiments of the present invention, examples of which are
illustrated in the accompanying drawings, wherein like ref-
erence numerals refer to like elements throughout.

The encoding variants known from the related art, shown in
FIGS. 1A to 1C and FIGS. 2A and 2B, have already been
explained above, so that further description of these figures is
omitted.

The forms of embodiment of the proposed entropy encod-
ing and entropy decoding method respectively, described
below, are distinguished by the fact that several image regions
are processed in parallel in different encoding branches, in
which however the individual encoding branches access a
common probability model which takes into account the fre-
quency distributions of the symbols in all the encoding
branches. This probability model is updated at regular inter-
vals, on the basis of the changing frequencies of the symbols
which are to be encoded or decoded, as applicable. The sym-
bols are here generated in the context of a video encoding
method, such a method being illustrated schematically in
FIG. 3.

The left hand part of FIG. 3 shows an appropriate encoder
COD, and the right hand part of FIG. 3 the decoder DEC used
for the purpose of decoding. As shown in FIG. 3, a video
stream of digitized images 1 is subjected to encoding,
whereby a prediction error signal, which is given by the
difference between the input signal I and the motion-compen-
sated reconstruction of the previous image, is compressed.
The prediction error, which in FIG. 3 has been determined in
the adder A as the difference between the image read in and
the predicted image, is subjected to a transformation T, in
particular a DCT transformation (DCT =discrete cosine
transformation). The transformation coefficient obtained
from this is then quantized in an appropriate way in the
quantizer Q. In this way, for the appropriate image regions in
the form of macroblocks, symbols S are obtained in each case,
these representing encoded image data from the image
region, in particular in the form of transformation coeffi-
cients, and motion vectors used for the purpose of prediction,
together with other encoding parameters. The motion vectors
determined in the context of the encoding are here identified
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by MV, and these motion vectors are also required during the
decoding, as indicted in FIG. 3 by a vertical dashed line. In
order to further increase the encoding efficiency, the symbols
S are again entropy encoded without loss in an entropy
encoder EC, whereby a special variant of entropy encoding is
used.

As can be seen in FIG. 2, the quantized symbols S are also
subjected to an inverse quantization IQ and an inverse trans-
formation IT as part of the encoding. The signal generated in
this manner finally passes into an image store SP, the output
from which is on the one hand fed back via the adder A' to its
input, and also the negative of the output passes via the adder
A to the input of the transformation T. In this manner, the
image store controls a motion estimator ME, which in its turn
has applied to its input side the video input data, and which
provides the motion vectors MV, already mentioned above, to
actuate the image store SP in the encoder COD. As already
explained, these motion vectors are also transmitted to the
decoder DEC, whereby the motion vectors are also entropy
encoded for this purpose, this not being apparent from FIG. 1.
The code words S' generated by the entropy encoder are then
finally transmitted to the decoder DEC and there they are
initially subjected to a suitable entropy decoding. In this
manner, the symbols S generated on the encoder side are
reconstructed again, and are then subjected to an inverse
quantization IQ and an inverse transformation IT. The
decoded video data thus determined is then added to the data
from an appropriate image store SP on the decoder side DEC,
and represent the output from the decoder. This summation
signal is fed in addition to the image store SP on the decoder
side, the output from which is fed back to the input to the
adder A".

Below are described forms of embodiment of the proposed
entropy encoding and entropy decoding, based on the relevant
symbols in a macroblock in corresponding video images. In
the variants presented here, three encoding branches are
encoded in an appropriate encoding cycle, where one mac-
roblock is entropy encoded in each encoding branch of an
encoding cycle. The individual encoding branches thus rep-
resent different groups of macroblocks which, depending on
the form of embodiment, are different components of the
image.

FIG. 4A shows a first variant of the grouping of macrob-
locks MB into three encoding branches. The macroblocks of
the first encoding branch are here denoted by the reference
mark 1, the macroblocks of the second encoding branch by
the reference mark 2 and the macroblocks of the third encod-
ing branch by the reference mark 3. These reference marks are
also used for identifying the corresponding encoding
branches. In the form of embodiment shown in FIG. 4A, one
encoding cycle CC is formed by three successive macrob-
locks 1, 2 and 3. For the purpose of encoding, the image is
thus read in line-by-line, as indicated by the line L in FIG. 4A.
The grouping as shown in FIG. 4A is then suitable for entropy
encoding, in which no data from neighboring macroblocks is
used for modeling the context.

In contrast to this, FIG. 4B shows a further variant of the
formation of encoding branches, which permits context mod-
eling based on items of data from neighboring macroblocks.
The encoding branches are here in each case formed by neigh-
boring lines in the image I, so that in FIG. 4B the first line
forms the first encoding branch 1, the second line forms the
second encoding branch 2 and the third line the third encoding
branch 3. The processing of the individual encoding branches
is effected with an overlap, whereby the encoding in one
encoding branch is offset in time by two macroblocks relative
to the encoding branch of the next line, this being indicated by
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the line L". FIG. 4B here shows one scenario in which some
macroblocks have already been encoded, with these macrob-
locks being indicated by appropriate reference marks in
parentheses. In turn, the encoding takes place in parallel
encoding branches, whereby an encoding cycle now pro-
cesses macroblocks, from the encoding branches concerned,
which are offset by two macroblocks relative to each other.
The successive encoding branches are thus formed in accor-
dance with a zigzag pattern through the macroblocks in the
image. For example, one encoding cycle CC corresponding to
FIG. 4A is formed in FIG. 4B by the fitth macroblock 1 in the
first line of the image I, the third macroblock 2 in the second
line of the image I together with the first macroblock 3 in the
third line of the image 1.

As already mentioned, it is possible with the form of
embodiment shown in FIG. 4B to achieve modeling of a
context on the basis of neighboring macroblocks. Nonethe-
less, this form of embodiment can also be used with a method
for encoding with no context modeling. Apart from the group-
ings of macroblocks in encoding branches which are pro-
cessed in parallel, shown in FIGS. 4A and 4B, other group-
ings are conceivable if necessary. In the context of this
document, the only critical factor is that all the encoding
branches access a common set of probability models in car-
rying out the entropy encoding, as will be explained in more
detail below.

FIG. 5 to FIG. 8 show different variants of the proposed
entropy encoding with different types of updating of a com-
mon set of probability models. Without loss of generality, the
individual encoding branches are here formed on the basis of
line-by-line processing of macroblocks, as in FIG. 4A. As
part of the entropy encoding of a macroblock, the frequencies
of'the symbols are here taken into account on the basis of a set
of probability models, where a set can contain one or more
probability model(s). Here, each probability model takes into
account a context (i.e. an appropriate type of symbols and/or
encoding decisions for blocks which have already been
encoded). For example, different probability models can be
used for different data which is to be encoded, such as for
example for transformation coefficients, motion vectors and
items of encoding mode data.

The entropy encoding of a macroblock in an individual
encoding branch is carried out on the basis of a commonly-
used entropy encoding method, for example on the basis of
the VLC encoding mentioned in the introduction, or arith-
metic encoding, as appropriate. In particular, use can be made
of'the CABAC or CAVLC encoding methods, as appropriate,
known from the related art. The entropy encoding in an indi-
vidual encoding branch is thus performed on the basis of
known methods, but this entropy encoding makes use in an
appropriate way of a common set of probability models, in
which the frequencies of the symbols from all the parallel
encoding branches are taken into account.

In each of the figures FIGS. 5 to 8 described below, appro-
priate arrows indicate which set of probability models is
being accessed by a macroblock while it is being encoded. In
this process, as part of the entropy encoding of the individual
macroblocks the set of probability models used in each case
for the entropy encoding is adapted and stored in an interme-
diate set of probability models, where the intermediate sets of
probability models are discarded again in the course of the
method after an update of the common set of probability
models, already mentioned above. In what follows, the inter-
mediate sets of probability models are referred to as shadow
sets.

FIG. 5 shows a variant of the proposed entropy encoding, in
which the common set of probability models is adjusted
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sequentially by the adapted frequencies of the individual
encoding branches. Here, the origin of an arrow in FIG. 5, and
also in all the subsequent FIGS. 6 to 9, shows the set of
probability models which is being accessed for the macrob-
lock (currently being encoded) at which the point of the arrow
concerned is positioned. In the form of embodiment in FIG. 5,
the symbols for the macroblock in each of the encoding
branches 1 to 3 are first encoded in the encoding cycle CC1.
In doing this, independent adaptive entropy encoders are used
for each of the branches. Because the macroblock which is
being encoded is the first in each encoding branch, the same
initial standard statistics (i.e. probability models) are used in
the encoding for all the encoding branches. As part of the
encoding of each encoding branch, the original set of prob-
ability models is adjusted in each encoding branch on the
basis of the appropriate frequencies of symbols, so that for
each encoding branch a first shadow set of probability models
is generated. In doing this, these shadow sets of probability
models need only contain the modified probability models for
the appropriate symbol types. Unmodified probability mod-
els do not need to be stored. The original standard statistics
represent the first version of a common set of probability
models, which will then be updated in the course of the
encoding.

In the form of embodiment in FIG. 5, the encoding of
macroblock 1 in the encoding cycle CC2, which follows the
encoding of macroblock 1 in the first encoding cycle CC1,
takes place even without the need to wait for the encoding of
macroblocks 2 and 3 in the encoding cycle CC1 to terminate.
In doing this, as part of the encoding of macroblock 1 in the
second encoding cycle CC2, a second shadow set of probabil-
ity models is generated, which stores the change compared to
the first shadow set of probability models. The encoding
decisions are made on the basis of the original common set of
probability models together with the first and second shadow
sets of probability models.

After completion of the encoding of the macroblocks 2 and
3 in the first encoding cycle CC1, the common set of prob-
ability models is updated using the first shadow set of prob-
ability models which was generated during the encoding of
macroblock 1 in the encoding cycle CC1. This first shadow
set of probability models can then be discarded. Finally, mac-
roblock 2 is encoded in the second encoding cycle CC2,
whereby from now on it is the updated common set of prob-
ability models which is accessed. Here, in the encoding of the
macroblock, account is taken in turn of a previously generated
first shadow set of probability models, which was generated
during the encoding of the corresponding macroblock 2 in the
first encoding cycle CC1. In an analogous way as with mac-
roblock 1 inthe second encoding branch CC2, in the encoding
of' macroblock 2 in the second encoding cycle CC2 a further
second shadow set of probability models is now generated,
with the encoding of macroblock 2 in the encoding cycle CC2
being based on the updated common set of probability models
together with the first and second shadow sets of probability
models.

As soon as macroblock 1 has been encoded in the second
encoding cycle CC2, the common set of probability models
can be updated with the first shadow set of probability models
from the encoding of macroblock 2 in the first encoding cycle
CC1. In an analogous way, after the encoding of macroblock
2 in the second encoding cycle CC2, the common set of
probability models is updated using the first shadow set of
probability models from the encoding of macroblock 3 in the
first encoding cycle CC1. The method is continued in this
way, until all the macroblocks have been encoded.
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As implied by the above description of the exemplary
embodiment in FIG. 5, the encoding of macroblock 2 in
encoding branch CC2 can only begin when the common set of
probability models has been updated using the first shadow
set of probability models from the encoding of macroblock 1
in encoding cycle CC1. However, this updating can only be
carried out when macroblock 3 has been fully encoded in the
first encoding cycle CC1, because otherwise encoding branch
3 would be using incorrect statistics.

For this reason, in a development of the above method, not
only are the shadow sets of probability models generated,
these being specific to particular encoding branches, but tem-
porary sets of probability models for the common set of
probability models are also generated taking into account one
of more of the already encoded shadow sets of probability
models. In this way, it is possible to carry out encoding in an
encoding branch of a new encoding cycle on the basis of an
appropriate temporary set of probability models, even if
encoding is still taking place in an encoding branch of the
preceding encoding cycle. As soon as the encoding actions in
the encoding branches of the preceding encoding cycle are
completed, and the common set of probability models has
been updated, the corresponding temporary set of probability
models is no longer required. The temporary sets of probabil-
ity models thus generated do not need to be generated in full,
but it is sufficient to calculate only those probability models in
which the frequencies of the symbols have changed.

The variant described above, for the sequential updating of
the common set of probability models, can also be developed
in a suitable way for delayed updating, whereby the common
set of probability models is not updated with corresponding
shadow sets of probability models from the preceding cycle
but with those from a cycle lying even further back. Such a
variant is shown in FIG. 6. It will be seen here that an initial
set of standard probability models is used at first, for the first
and second encoding cycles CC1 and CC2, and only in the
third encoding cycle is a corresponding update of the com-
mon set of probability models carried out using shadow sets
of'probability models generated in the course of the encoding
in the first encoding cycle CC1. In the same way, the common
set of probability models is updated in the fourth encoding
cycle CC4 using shadow sets of probability models from the
second encoding cycle CC2 and the common set of probabil-
ity models in the fifth encoding cycle CC5 using shadow sets
of'probability models from the third encoding cycle CC3. The
advantage ofthe variant in FIG. 6 is that as a rule the encoding
branches do not mutually block each other. Furthermore, it is
also the case that only two shadow sets of probability models
are required, if the updating is delayed by one encoding cycle,
as indicated in FIG. 6. If the delay amounts to more than one
encoding cycle, additional shadow sets of probability models
are required. The greater the delay in the updating, the greater
the deviation which can be tolerated in the speed of the
encoding branches without the encoding branches mutually
blocking each other. However, because of the delayed updat-
ing of the statistics, the encoding efficiency is somewhat
degraded.

FIG. 7 shows a third variant of the updating of the common
set of probability models. In this variant, after the individual
encoding actions are completed in each encoding cycle the
common set of probability models is updated, at a fixed syn-
chronization time point, using all the shadow sets of prob-
ability models, generated for each encoding branch. This
avoids the generation of several shadow sets of probability
models per encoding branch. However, the encoding speed of
any encoding cycle is determined by the slowest encoding
branch. Here, the synchronization time points do not need to
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be set to follow the ending of each encoding cycle. Rather,
there is also the possibility that an update is carried out after
a predefined number of encoding cycles. This variant has the
advantage that the common set of probability models no
longer needs to be updated so often, and a larger deviation in
the encoding speed of the encoding branches is tolerated.
FIG. 8 shows such a variant of the updating of encoding
branches, in which the updating is in each case carried out
only after two encoding cycles. In FIG. 8 it will be seen, in
particular, that for each of the encoding cycles CC1 and CC2
the same common set of probability models is used, with an
update of this common set of probability models, taking into
account the shadow sets from the first encoding cycle CC1,
being carried out at the start of encoding cycle CC3.

Decoding of the symbols encoded using the method
described above proceeds in an analogous way to the encod-
ing. That is to say, the decoding is carried out in parallel
decoding branches, in doing which the common set of prob-
ability models is in turn updated on the basis of the frequen-
cies of the decoded symbols. Described below by way of
example is a decoding process which is based on encoded
symbols which have been generated using the encoding pro-
cess shown in FIG. 5. This decoding process is represented in
FIG. 9, where appropriate arrows again indicate which set of
probability models is being accessed by a macroblock while
it is being decoded. The decoding takes place in correspond-
ing decoding cycles, DC1, DC2, DC3 etc., within which
corresponding decoding branches 1', 2' and 3' are now
executed in parallel to decode the appropriately encoded mac-
roblocks. Each of the decoding branches 1', 2' and 3' is thus
decoded in a separate decoding process. In doing this, the
macroblocks in the first decoding cycle DC1 are first decoded
using the suitable initial set of standard probability models.
The updates of frequencies for the decoded symbols, derived
during the decoding, are again stored in individual shadow
sets of probability models.

After the decoding of macroblock 1' in the first decoding
cycle DC1, the decoding of macroblock 1' is effected in the
second decoding cycle DC2 using a second shadow set of
probability models. When the entropy decoding for macrob-
locks 2' and 3' has been completed in the first decoding cycle
DC1, the common set of probability models is updated, in an
analogous way as for the encoding, using the first shadow set
of probability models for macroblock 1' in decoding cycle
DC1.

Finally, the decoding of macroblock 2' in the second encod-
ing cycle DC2 is effected, where for this purpose the updated
common set of probability models is now used. Alternatively,
it is also possible to start the entropy decoding of macroblock
2'in decoding cycle DC2 even before starting to carry out the
updating, if a temporary set of probability models is gener-
ated in decoding cycle DC1 from the common set of prob-
ability models and the first shadow set of probability models
for macroblock 1'. In a similar way, the decoding branch 3'
begins decoding if the common set of probability models has
been updated in the first decoding cycle DC1 using the first
shadow set of probability models from macroblock 2'. Alter-
natively, a temporary set of probability models can be used for
the decoding of macroblock 3' in the second decoding cycle
DC2, if the decoding of macroblocks 1' and 2' in the first
decoding cycle DC1 has been completed. The encoding is
continued on the basis of the above steps for all subsequent
encoding cycles, with appropriate updates, until all the mac-
roblocks have been decoded.

The main parameters which must be signaled to the
decoder in the application of the method described above are,
on the one hand, the number N of parallel encoding branches,
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where this number is N=3 in the examples in FIG. 3 or FIG. 8
respectively. For the case where N=1, the method corre-
sponds to conventional entropy encoding, such as is used in
the H.264/AVC standard, for example. A further parameter
which must be transmitted is the delay D in the updating of the
common set of probability models. In the forms of embodi-
ment in FIG. 5 and FIG. 7, this parameter is D=0 encoding
cycles. For the forms of embodiment in FIG. 6 and FIG. 8,
D=1. Another parameter which must be communicated is
whether a synchronized update is carried out at predefined
synchronization time points. In the forms of embodiment in
FIG. 7 and FIG. 8, a synchronized update is signaled, whereas
in the forms of embodiment in FIG. 5 and FIG. 6 it is signaled
that no synchronized update is performed.

The variants of the proposed method described above can
be combined with suitable methods for the modeling of con-
texts, such as the entropy slices described above, or with
ordered entropy slices or interleaved entropy slices, as appro-
priate. The method can also be combined with the syntax
element partitioning described above, or with parallel pro-
cessing of several binary symbols in accordance with publi-
cations [3] and [4].

As a rule, the updating of the common set of probability
models must be carried out whenever there is a pause in the
entropy encoding in the individual encoding branches. How-
ever, if necessary there is also the possibility of updating
individual probability models in the common set of probabil-
ity models in an ‘atomic’ fashion. In this case, the individual
encoding branches can continue with their encoding without
interruption. Here, atomic updating means that in the updat-
ing of a probability model a read access to this model by the
encoding branch is suppressed and, after the updating of the
probability model, the corresponding probability model is
deleted from the encoding branch’s shadow set of probability
models.

The forms of embodiment of the method, described above,
have been described on the basis of an encoding of individual
macroblocks. However, the method can be applied to any
other arbitrary image regions with a sequence of images
which is to be encoded, and is not restricted to macroblocks.

The method has a range of advantages. In particular, a high
compression efficiency is achieved because one common set
of probability models, which is updated at regular intervals
using the adapted statistics from the encoding branches, is
used for all the encoding branches. In this manner, the statis-
tics in the common set of probability models is a better
approximation to the actual probabilities than if separate
independent sets of probability models are used. In addition,
the parallel encoding or decoding, as applicable, by several
encoding or decoding branches respectively, achieves rapid
encoding and decoding with little delay. Over and above this,
the method can also be combined in a suitable way with other
parallel processing methods for the purpose of context-based
adaptive entropy encoding.

FIG. 10 shows a schematic representation of a concrete
embodiment of a system comprising an encoding device and
a decoding device. The encoding device is used for entropy
encoding of a sequence of digitized images and is labeled EC,
as in FIG. 3. The decoding device is used for decoding the
sequence of digitized images which have been entropy
encoded with the device EC, and is labeled ED as in FIG. 3.
The device EC and the device ED each contains a plurality of
components, which can take the form of individual hardware
components, for example hardware components in a com-
puter. In the same way, the device ED also contains a plurality
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of components, which can take the form of individual hard-
ware components, for example hardware components in a
computer.

Apart from the components shown in FIG. 10, the device
EC can if necessary contain as additional components those
components shown in FIG. 3, in the form of a transformation
unit T, a quantizer Q, an inverse quantizer 1Q, an inverse
transformation unit I'T, an image store SP, a motion estimator
ME, together with appropriate adders A and A'. All these
components can in turn be realized as individual hardware
components.

In the embodiment in FIG. 10, the device EC contains a
facility 100 for dividing up the image regions, in the images
which are being processed, into encoding cycles. In this case,
in any one encoding cycle the entropy encoding is carried out
in several parallel encoding branches. For the purpose of
carrying out the encoding in the encoding branch concerned,
the device EC contains, for example, three encoding facilities
101, 102 and 103, where each encoding facility is provided
for the encoding in the encoding branch concerned. If it is to
be possible to encode more than three encoding branches
using the device, a correspondingly larger number of encod-
ing facilities is provided. Each encoding facility carries out
entropy encoding on the basis of a set of probability models.

The encoding facility 101 contains, as sub-components, an
adaptation facility 101a together with a facility 101 b for
processing a common probability model. In an analogous
way, the encoding facilities 102 and 103 also contain corre-
sponding adaptation facilities, 102a or 103a respectively, and
corresponding facilities, 1025 or 1035 respectively, for pro-
cessing a common probability model. The adaptation facility
in the encoding branch concerned is here used during the
encoding ofthe image region for adapting the frequencies, for
the set of probability models, on the basis of the symbols
which occur in the image region. The facility provided in each
encoding branch for the processing of a common probability
model carries out the processing in such a way that the set of
probability models used for encoding in the encoding branch
concerned is based on the common set of probability models
which s applicable for all the encoding branches, which takes
into account the frequencies of symbols in the image regions
of all the encoding branches. Also provided in the device EC
is a facility 104 for updating the common set of probability
models at predefined intervals of time on the basis of frequen-
cies which have been adapted in at least one temporally
preceding encoding cycle.

The encoding device EC shown in FIG. 10 supplies an
encoded sequence of digitized images, which can be trans-
mitted to the decoding device ED over any desired transmis-
sion link. The transmission over the transmission link is here
indicated in FIG. 10 by the arrow P. The decoding device ED
receives the encoded image stream and carries out a corre-
sponding entropy decoding, whereby the device has a plural-
ity of components for this purpose. In particular, the device
ED incorporates a facility for dividing up the encoded image
regions in the encoded sequence of digitized images into
decoder cycles in such a way that in any one decoding cycle
entropy decoding is effected in several parallel decoding
branches. Here, a corresponding decoding facility, 201 or 202
or203, is provided for each decoding branch, whereby if there
are more than three decoding branches further corresponding
decoding facilities are integrated into the device ED. Each
decoding facility carries out entropy decoding on the basis of
a set of probability models.

The decoding facility 201 incorporates an adaptation facil-
ity 201a for adapting the frequencies for the set of probability
models, during the decoding of the encoded image region, on



US 9,338,469 B2

15

the basis of the symbols which occur in the image region
decoded. Over and above this, a facility 201 b is provided for
processing a common probability model in such a way that
the set of probability models used in the decoding branch
concerned for the purpose of decoding is based on the set of
probability models, which is applicable for all the decoding
branches and which takes into account the frequencies of
symbols in the decoded image regions of all the decoding
branches. In an analogous way to the decoding facility 201,
the decoding facilities 202 and 203 also incorporate corre-
sponding adaptation facilities, 202a or 203a respectively, for
adapting the frequencies, and a corresponding facility, 2025
or 2035 respectively, for processing a common probability
model. In addition, a further component incorporated in the
decoding device ED in FIG. 10 is a facility 204 for updating
the common set of probability models at predefined intervals
of time on the basis of frequencies which have been adapted
in at least one temporally preceding decoding cycle.

Using the decoding device ED, a decoded sequence of
digitized images is obtained. Here, the decoding device can if
necessary also contain the additional components shown in
FIG. 3, in the form of an inverse quantizer IQ and an inverse
transformation unit IT, together with a store SP and an adder
A". These additional components can here be in the form of
individual hardware components, e.g. hardware components
of'a computer.

The invention has been described in detail with particular
reference to preferred embodiments thereof and examples,
but it will be understood that variations and modifications can
be effected within the spirit and scope of the invention cov-
ered by the claims which may include the phrase “at least one
of A, B and C” as an alternative expression that means one or
more of A, B and C may be used, contrary to the holding in
Superguide v. DIRECTYV, 69 USPQ2d 1865 (Fed. Cir. 2004).

The invention claimed is:
1. A method for encoding symbols from a sequence of
digitized images, comprising:

subdividing the images into image regions, each having
symbols;

processing the image regions in encoding cycles in such a
way that within each encoding cycle, a plurality of
image regions are processed in parallel in respective
parallel encoding branches, whereby within each encod-
ing branch, symbols of the respective image region are
encoded using a respective entropy encoding, the
respective entropy encoding being based on a set of one
or more intermediate probability models, the one or
more intermediate probability models taking into
account frequencies of occurrence of the symbols in the
respective image region and, when the respective image
region is being encoded, frequencies for the respective
set of one or more intermediate probability models being
adapted based on the symbols occurring in the respective
image region, each respective set of the one or more
intermediate probability models being determined
based on a common set of probability models that is
applicable to all of the encoding branches, the common
set of probability models taking into account frequen-
cies of occurrence of the symbols in all of the image
regions; and

updating the common set of probability models at pre-
defined intervals of time based on frequencies adapted in
at least one temporally preceding encoding cycle.

2. The method as claimed in claim 1, wherein updating of

the common set of probability models is effected sequentially
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in such a way that for temporally successive updates, the
frequencies of occurrence are updated based on sequentially
different encoding branches.

3. The method as claimed in claim 1, wherein

the updating of the common set of probability models is

effected at predefined synchronization time points, and
at each predefined synchronization time point, the com-
mon set of probability models is updated based on fre-
quencies of occurrence that have been updated based on
updated information from all the encoding branches.

4. The method as claimed in claim 1, wherein the updating
of'the common set of probability models is effected, at least at
times, based on frequencies of occurrence that have been
updated with information from a temporally immediately
preceding encoding cycle.

5. The method as claimed in claim 4, wherein the updating
of'the common set of probability models is effected, at least at
times, based on frequencies of occurrence that have been
updated with information from a preceding encoding cycle
other than a temporally immediately preceding encoding
cycle.

6. The method as claimed in claim 1, wherein the updating
of'the common set of probability models is effected, at least at
times, based on frequencies of occurrence that have been
updated with information from a preceding encoding cycle
other than a temporally immediately preceding encoding
cycle.

7. The method as claimed in claim 1, wherein

each branch produces temporary branch-update frequency

of occurrence (FOO) information, the branch update
FOO information having an associated temporary inter-
mediate set of probability models,
the common set of probability models is updated using the
branch-update FOO information only at update times,

the branch-update FOO information and the intermediate
set of probability models are reset at the update times,
and

between update times, the intermediate set of probability

models is used in combination with the common set of
probability models for entropy encoding in the encoding
branch.

8. The method as claimed in claim 1, wherein entropy
encoding uses context-based adaptive length coding
(CAVLC) and/or context-adaptive binary arithmetic coding
(CABAC).

9. The method as claimed in claim 1, wherein the encoding
branches are structured in such a way that each encoding
cycle encodes image regions which follow one another in a
line-by-line or column-by-column sequence of in the image.

10. The method as claimed in claim 1, wherein the encod-
ing branches are structured in such a way that each encoding
cycle encodes image regions which follow one another in a
zigzag sequence in the image.

11. The method as claimed in claim 1, wherein the images
are subdivided into image sections which are separately
entropy encoded.

12. The method as claimed in claim 11, wherein

the image sections are sometimes encoded without taking

into account dependencies between the image sections,
and

at other times, the image sections are encoded taking into

account dependencies between the image sections.

13. The method as claimed in claim 1, wherein the symbols
are generated from the sequence of digitized images by a
transformation and quantization of image regions.



US 9,338,469 B2
17 18

14. The method as claimed in claim 1, wherein the symbols
are generated from the sequence of digitized images based on
an H.264 video encoding standard.

15. A method comprising:

decoding encoded symbols from respective encoded image 3

process the image regions in encoding cycles in such a
way that within each encoding cycle, a plurality of
image regions are processed in parallel in respective
parallel encoding branches, whereby within each
encoding branch, symbols of the respective image

regions, by a process comprising:

processing the encoded image regions in decoding
cycles in such a way that within each decoding cycle,
a plurality of encoded image regions are processed in

region are encoded using a respective entropy encod-
ing, the respective entropy encoding being based on
set of one or more intermediate probability models,
the one or more intermediate probability models tak-

: . . 10 ing into account frequencies of occurrence of the
parallel in respective parallel decoding branches, . L .
e . . symbols in the respective image region and, when the
whereby within each decoding branch, a respective R M .
. . respective image region is being encoded, frequencies
entropy decoding decodes the symbols of a respective . : -
dod i ) h . decod for the respective set of one or more intermediate
encoded 1mage reglon, the respective ent.ropy ecod- probability models being adapted based on the sym-
ing be“}g based on a set of one or more %ntermed%ate 15 bols occurring in the respective image region, each
probability models, the one or more intermediate respective set of the one or more intermediate prob-
probability models taking into account frequencies of ability models being determined based on a common
occurrence of the symbols n t.he respec.tlve? image set of probability models that is applicable to all of the
region and, when the respective image region is being encoding branches, the common set of probability
decoded, frequencies for the respective set of one or 29 models taking into account frequencies of occurrence
more intermediate probability models being adapted of the symbols in all of the image regions; and
based on the symbols occurring in the respective update the common set of probability models at pre-
image region, each respective set of the one or more defined intervals of time based on frequencies
intermediate probability models being determined adapted in at least one temporally preceding encoding
based on a common set of probability models that is 25 cycle.

applicable to all of the decoding branches, the com-
mon set of probability models taking into account
frequencies of occurrence of the symbols in all of the

18. A device for encoded symbols from a sequence of
digitized images, comprising:
a processor to:

image regions; and

updating the common set of probability models at pre-
defined intervals of time based on frequencies
adapted in at least one temporally preceding encoding
cycle.

30

process encoded image regions in decoding cycles in
such a way that within each decoding cycle, a plural-
ity of encoded image regions are processed in parallel
in respective parallel decoding branches, each
encoded image region having encoded symbols,

16. The method as claimed in claim 15, further comprising
encoding symbols from a sequence of digitized images, by a 35
process comprising:

subdividing the images into image regions, each having

symbols;

processing the image regions in encoding cycles in such a

whereby within each decoding branch, a respective
entropy decoding decodes a respective encoded
image region, the entropy decoding being based on a
set of one or more intermediate probability models,
the common set of probability models being used for
all decoding branches, the one or more intermediate

way that within each encoding cycle, a plurality of 40 probability models taking into account frequencies of
image regions are processed in parallel in respective occurrence of the symbols in the respective image
parallel encoding branches, whereby within each encod- region and, when the respective image region is being
ing branch, symbols of the respective image region are encoded, frequencies for the respective set of one or
encoded using a respective entropy encoding, the more intermediate probability models being adapted
respective entropy encoding being based on a set of one 45 based on the symbols occurring in the respective
or more intermediate probability models, the one or image region, each respective set of the one or more
more intermediate probability models taking into intermediate probability models being determined
account frequencies of occurrence of the symbols in the based on a common set of probability models that is
respective image region and, when the respective image applicable to all of the decoding branches, the com-
region is being encoded, frequencies for the respective 50 mon set of probability models taking into account
set of one or more intermediate probability models being frequencies of occurrence of the symbols in all of the
adapted based on the symbols occurring in the respective image regions; and

image region, each respective set of the one or more update the common set of probability models at pre-
intermediate probability models being determined defined intervals of time based on frequencies
based on a common set of probability models that is 55 adapted in at least one temporally preceding encoding

applicable to all of the encoding branches, the common

cycle.

set of probability models taking into account frequen-
cies of occurrence of the symbols in all of the image
regions; and

updating the common set of probability models at pre- 60
defined intervals of time based on frequencies adapted in
at least one temporally preceding encoding cycle.

17. A device to encode symbols from a sequence of digi-

tized images, comprising:

a processor to: 65

subdivide the images into image regions, each having
symbols;

19. The device according to claim 18, further comprising a
processor to:

subdivide the images into image regions each having sym-
bols;

process the image regions in encoding cycles in such a way
that within each encoding cycle, a plurality of image
regions are processed in parallel in respective parallel
encoding branches, whereby within each encoding
branch, symbols of the respective image region are
encoded using a respective entropy encoding, the
respective entropy encoding being based on a set of one
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or more intermediate probability models, the common
set of probability models being used for all encoding
branches, the one or more intermediate probability mod-
els taking into account frequencies of occurrence of the
symbols in the respective image region and, when the 5
respective image region is being encoded, frequencies
for the respective set of one or more intermediate prob-
ability models being adapted based on the symbols
occurring in the respective image region, each respective
set of the one or more intermediate probability models 10
being determined based on a common set of probability
models taking into account frequencies of occurrence of
the symbols in all of the image regions; and

update the common set of probability models at predefined
intervals of time based on frequencies adapted in atleast 15
one temporally preceding encoding cycle,

wherein the device acts as a codec for encoding and decod-
ing symbols from a sequence of digitized images.
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